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A B S T R A C T   

The present paper discusses a computationally efficient Deep Learning (DL) model for real-time classification of 
concrete crack/non-crack and investigates the ‘black-box’ nature of the proposed DL model using eXplainable 
Artificial Intelligence (XAI). The state-of-the-art DL models like semantic segmentation require labor-intensive 
labeling for pixel-level classification. The proposed framework combines image binarization and a Fourier- 
based 1D DL model for fast detection and classification of concrete crack/non-crack features. Image binariza-
tion as a precursor to DL extracts possible Crack Candidate Regions (CCR) and eliminates the plane structural 
background during DL training and testing. Metadata within the 1D DL model was generated and analyzed using 
local XAI, wherein t-distributed Stochastic Neighborhood Embedding (t-SNE) was used to visualize the knowl-
edge transfer within the hidden layers. The proposed model enables real-time pixel-level classification of crack/ 
non-crack at the rate of 2 images/s on a mobile platform with limited computational facilities.   

1. Introduction 

Conventionally, concrete structures are inspected visually to identify 
the locations of potential defects and to classify the defects based on 
their severity. Common defects in concrete structures include cracks, 
spalling, blistering, delamination, pitting, and strain. Among the pre-
viously mentioned defects, concrete cracks are directly related to the 
integrity of the load-carrying components at the system level and are 
hence critical from a structural health monitoring (SHM) perspective. 
The conventional visual inspection approach is limited by the in-
spector’s judgment skills, which are subjective and depend on their 
training and experience [1]. Although physics-based non-destructive 
inspection techniques like low-frequency ultrasonics in pitch-catch or 
pulse-echo mode [2–4], thermography [5–8] show promising results in 
detecting hidden or sub-surface defects at the lab scale, requirements of 
customized expensive auxiliary devices for measurement and scalability 
for rapid large area inspection in the context of field measurements for 
concrete structures are still questionable. With the advent of computer 
vision and machine learning, there has been a rapid advancement in 
areas related to automated concrete crack detection [9]. Koch et al. [10] 
provides a holistic review of current achievements, current practices, 
and limitations of the visual conditioning of civil structures. One of the 
critical challenges for a robust computer vision-based SHM of civil 

structures methodology is detecting and distinguishing cracks from non- 
crack features in real-time. 

Defect detection and classification of cracks in concrete structural 
components play a vital role in SHM for providing needful maintenance 
and prolonging the life at the system level [11,12]. Spencer et al. [9] and 
Koch et al. [10] comprehensively discuss various image processing 
techniques used along with computer vision-based methods to detect 
concrete cracks. Although each image-processing scheme has its own 
advantages, it is not possible to find a universal image-processing 
scheme that works well under all conditions. However, the accuracy 
of various image processing tools in the context of field data from real- 
world applications remains questionable. In the case of field data, there 
is a large amount of noise; hence, its applicability is limited. The re-
ported image processing schemes are context-specific and require prior 
knowledge of the defect or feature to be highlighted and suppressed. 
Although the edge-detection scheme is a possible candidate for auto-
matic crack identification [13] crack edges are often disconnected, 
making full-scale automation difficult. Small, disconnected crack seg-
ments can be misinterpreted as background noise, and require careful 
handling. Possible solutions for real-world applications include 
combining image processing scheme with machine learning algorithms 
[14]. 

Hsieh and Tsai [15] report an exhaustive review of research works in 
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the last decade that uses conventional machine learning other than deep 
learning (DL) for concrete crack detection. The conventional machine- 
learning-based methodology requires prior extraction of discriminant 
features, which is subjective and context-specific. Therefore, shallow 
learning cannot learn deeper complex information from the images. The 
accuracy of these methods is highly sensitive to user-defined thresholds 
and chosen characteristics, which introduce uncertainty under different 
training and testing conditions. In recent years, extensive research ef-
forts have been devoted to DL-based concrete crack detection and 
classification [16–23]. State-of-the-art machine learning, particularly 
supervised learning, extracts unique characteristics related to cracks and 
non-cracks, depending on which classification is performed [16]. The 
Discriminant feature extraction for DL requires no manual intervention, 
and the hidden cascading layers automatically extract complex hidden 
characteristics. 

The state-of-the-art convolutional neural network (CNN) for detec-
tion and classification of cracks and non-cracks candidates is performed 
on a 2D pixel or image space [17], [19–26]. A holistic review of neural 
network-based concrete crack detection for different applications in 
pavement engineering are reported in [27]. Guan et al., [28] demon-
strated the capability of parallel and oblique photography through a 
low-cost stereo vision in conjunction with DL to classify pixel-level 
features. The approaches discussed in previous studies based on the 
concepts of sliding windows, bounding boxes using faster R-CNN, and 
pixel-level classification using semantic segmentation are time- 
consuming because they deal with matrix operations in 2D image 
space during forward and backward propagation. Hence, they are not 
suitable to be performed in real time when used with a robotic system or 
unmanned aerial vehicle (UAV), where only limited computational 

facility is available in the movable setup. Recently, rapid advancement 
in the field of optics and semiconductors enable to obtain high-definition 
images from the target structure. Nevertheless, existing DL schemes 
cannot be directly scaled for high-definition images due to computa-
tional inefficiency. Moreover, the semantic segmentation discussed in 
[20–23] requires labor-intensive and time-consuming labeling, and is 
subjective to human expertise. The approach in reference [18] over-
comes the labeling limitation by using image processing as a precursor 
to DL. Taking cue from [18], we employ an adaptive threshold-based 
imaging binarization scheme as a precursor to the proposed Fourier- 
based DL in our current work. 

Driven by the recent success of deep learning in applications related 
to ultrasonic-guided waves, we investigated the “black-box” nature of 
deep learning using eXplainable Artificial Intelligence (XAI). According 
to [29], “XAI is a field of artificial intelligence (AI) that promotes a set of 
tools, techniques, algorithms to generate high-quality interpretable, 
intuitive, human-understandable explanations of AI decision”. Das et al. 
[29] and references therein provide a holistic view of the current state of 
XAI in deep learning for different applications. A large number of pa-
rameters are involved in the deep CNN, which makes it complex to 
understand and visualize. Explanations of metadata using suitable 
visualization enable the improvement of AI algorithms and human un-
derstanding [30]. In the current work, we generated a local explanation 
using cluster analysis to find the features learned by each layer using t- 
distributed Stochastic Neighborhood Embedding (t-SNE). This enables 
an understanding of the metadata transfer during DL. 

To overcome the limitations of conventional CNNs, R-CNNs, se-
mantic segmentation, and to take advantages of 1D-CNN in the time 
domain [31] and XAI, the authors propose a scheme to transform and 

Fig. 1. (a) Schematic for integral image computation over a finite window, and (b) representative results with cracks and non-crack features using adaptive 
threshold-based integral image binarization. (c) Noise filtered binarized image using area and eccentricity criteria, and (d) corresponding CCR mapped with red color 
in raw image. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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analyze images from a 2D pixel space to a 1D frequency space. This 
reduces the computational complexity associated with DL training and 
testing. In this study, we transform the images in pixel space into a 1D 
vector using Fourier transformation with a large number of independent 
bases. This study presents the classification of crack and non-crack 
structural features in real time using image binarization and 1D-DFT- 
CNN. First, a framework for crack candidate regions (CCR) identifica-
tion using image binarization as a precursor to DL is discussed. Subse-
quently, the details of the proposed 1D-DFT-CNN used for crack and 
non-crack classification and those related to training and testing are 
discussed. The details of the implementation of the proposed framework 
on a mobile platform with limited computational facility are discussed. 
Subsequently, we discuss the qualitative and quantitative results ob-
tained during XAI knowledge transfer by investigating the metadata of 
the proposed deep learning architecture. 

2. Theory and background 

In this section, we discuss the background related to (i) adaptive 
threshold-based integral image binarization and CCR identification, (ii) 
transformation of the CCR region from the pixel space to the Fourier 
domain and 1D vectorization, and (iii) XAI using t-SNE to visualize 
metadata in the hidden layers during the deep learning process. 

2.1. Adaptive threshold-based integral image binarization and CCR 
identification 

Image binarization an important pre-processing step, especially for 
pixelized data, uses a ‘non-parametric’ and an ‘unsupervised optimal 

threshold’ for feature discrimination in the binary pixel space. Image 
binarization first transforms an image’s RGB components to grayscale, 
ranging from 0 (black) to 255 (white) and later to a binary pixel space 
using an optimal threshold. The pixels above the optimal threshold are 
assigned one (white) in the binary scale, while those below are zero 
(dark). The unsupervised threshold determination for optimal feature 
discrimination is classified based on local or global approach. Tech-
niques like Otsu’s method [32] and its improvisation [33–35] maximize 
the discriminant feature class variance to estimate the global threshold. 
These techniques fail for concrete crack detection because (i) the gray- 
level histogram is often uni-modal or close to unimodal distribution, 
and (ii) the lighting conditions across the entire image are non-uniform. 
Adaptive thresholding over a finite window of pixels overcomes the 
previous limitations [36–38]. Kim et al. [39] summarizes different local 
threshold-based concrete crack detection schemes. In the current work, 
we employ an adaptive threshold-based integral image binarization, one 
of the robust local thresholding-based approaches [40,41]. 

Below, we concisely summarize the mathematical scheme for adap-
tive threshold-based integral image binarization. Following conven-
tional notation [40], the integral image I(x,y) (also known as the 
summed-area table) computed at each pixel location is given by 

I(x, y) = f (x, y)+ I(x − 1, y)+ I(x, y − 1) − I(x − 1, y − 1), (1)  

where f(x,y) is the intensity of each pixel. Fig. 1(a) schematically shows 
the computed integral image of each pixel. The cumulative sum of the 
function over rectangle ABCD with upper left corner A(x1,y1) and lower- 
left corner D(x2,y2) is computed as: 

Fig. 2. (a) A representative CCR obtained after integral image binarization. Corresponding 2D and 3D frequency-shifted Discrete Fourier Transform (DFT) are shown 
in (b) and (c), respectively. (d) Vectorized CCR in frequency domain. 
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fs(x, y) =
∑x2

x=x1

∑y2

y=y1
f (x, y)

= I(x2, y2) − I(x2, y1 − 1) − I(x1 − 1, y2)+ I(x1 − 1, y1 − 1). (2)  

For a window of size ‘s × s’, image binarization threshold T(x,y) is: 

T(x, y) =

⎧
⎨

⎩

1 T(x, y) >
fs(x, y)
s× s

×
(

1 −
t

100

)

0 otherwise
, (3)  

where T(x,y) is the binarized value and t is the sensitivity factor. Fig. 1 
(b) shows the representative binarization results with cracks, non- 
cracks, and noise. Local adaptive thresholding computes different 
threshold values for each image pixel (x,y). The derived integral image I 
(x,y) and subsequently, estimated image binarization threshold T(x,y) 
are computed at each pixel location (see (Eqs. (1)–(3)). The analytical 
expressions described in Eqs. (1)–(3), in an approximate sense, is a 
moving average of the ‘s’ surrounding pixels while sliding through the 
image. The local adaptive threshold, a function of sliding window size 
and sensitivity factor prescribed by the inspector, controls the statistical 
features of the finite window. The method preserves hard contrast lines 
and ignores soft gradient changes; hence, adaptive thresholding ac-
counts for spatial variation in illumination. Hence, the technique ac-
counts for spatial variation in illumination. 

The binarized images require additional filtering to remove the noisy 
surface texture and shot noise. Shot noise originates from the discrete 
nature of the electric charge and occurs during photon counting in op-
tical devices and is associated with the particle nature of light [42]. Post 
adaptive threshold-based integral image binarization (Fig. 1(b)), we 
perform a connected component analysis [43] to identify a possible 
continuous stretch of the pixelated residue. We approximate it to an 
ellipse with finite major and minor axes as the length and width of the 
pixelated residue. We filter pixelated residue corresponding to noisy 
background features using the crack’s geometric properties or aspect 
ratio [18], including eccentricity and area-based threshold. One of the 
characteristics of concrete cracks is a thinner shape than other back-
ground textural patterns. A large aspect ratio of concrete crack is a po-
tential discriminant signature to separate from the noisy background 
features. Moreover, from fracture mechanics, cracks are often modeled 
as elliptical cracks with a region of high-stress intensity, and the crack 
signature is directly correlated to the degree of eccentricity. The ellipse’s 
eccentricity is the ratio of the distance from center to foci and center to 
the vertices. Next, we compute the eccentricity and area of the elliptical 
region using the major and minor axes. Finally, we apply eccentricity 
and area-based threshold to filter out other noisy background and 
texture-related features as seen on concrete surfaces. We have used an 
excentricity and area threshold of 0.85 and 250 pixels, respectively. 
These threshold numbers are derived based on heuristics. The filtered 
pixelated residue is shown in Fig. 1(c). 

Further, we obtain the horizontal and vertical bounds of each 
continuous stretch of pixelated residue and construct rectangular 
bounding boxes with these bounds. These rectangular bounding boxes 
are called Crack Candidate Regions (CCRs). The CCRs from the pixelated 
image are mapped back to the original RGB raw image (Fig. 1(d)). The 
mapped rectangular CCRs from the original RGB raw image are used 
subsequently training and testing of DL. 

2.2. Transforming CCRs to 1D vector space using Fourier basis 

Conventionally, image processing for concrete crack detection is 
performed in the spatial domain, that is, algorithms are applied directly 
to the raw image. Abdek-Qader [13] demonstrated the capability of 
concrete crack detection in the frequency domain. Literatures [44–46] 
reports analysis of images in the transformed multi-scale spatial-fre-
quency domain. Reference [47] reports the efficacy of analyzing images 
in the frequency domain which motivates the authors of this paper to 

implement DL in the frequency domain. Frequency domain-based 
analysis gives a distinct signature arising from abrupt changes in 
spatial pixel intensity at the crack location, which is a further advantage 
of the proposed method. The distinct crack signature enabled DL to 
effectively distinguish the edges and shallow background features. For a 
CCR region (Fig. 2(a)) of size M × N, the 2D DFT of the CCR is given as: 

F̂(u, v) =
1
MN

∑M− 1

x=0

∑N− 1

y=0
f (x, y)e

− j2π
(
ux
M+

vy
N

)

(4)  

where f(x,y) is the image in the pixel space and e− j2π(ux
M+

vy
N) is the basis 

function corresponding to each point F̂(u, v). The Fourier transform 
produces complex values that include information related to the 
magnitude and phase. F̂(u, v) has low-frequency components at the 
corners and a high-frequency component at the center, which is difficult 
to interpret. Hence, we perform frequency shifting, which transforms all 
low-frequency components with higher magnitudes to the center of the 
axis system. Fig. 2(b) and (c) shows the 2D and 3D frequency-shifted 
Discrete Fourier Transform (DFT) of the representative CCR shown in 
Fig. 2(a). Transforming the image from the 2D pixel space to 1D Fourier 
space reduces the dimensional complexity without loss of information. 
The corresponding vectorized CCR in the frequency domain was pro-
vided as an input to the 1D CNN architecture (Fig. 2(d)). The vectorized 
image in the frequency domain accelerates the CNN computation. Un-
like 2D CNN, where the kernel slides in two dimensions of the data, the 
characteristic of 1D CNN architecture is that the kernel slides along one 
dimension; hence, reducing the number of parameters and decreasing 
the training time as compared to 2D CNN. The advantages of 1D CNN 
architecture over 2D CNN architecture are as follows: (i) The 1D CNN 
replaces the matrix computation involved in gradient descent-based 
optimization during the forward and backward propagation with sim-
ple vector array operations. (ii) 1D CNNs with relatively shallow ar-
chitectures (i.e., a smaller number of hidden layers and neurons) learn 
hidden features than the conventional 2D CNN, requiring a deeper ar-
chitecture to learn the same. (iii) Training 2D CNNs with deeper archi-
tecture requires either cloud computing or high-performance GPUs. On 
the contrary, low computational requirements enable the implementa-
tion of 1D CNNs with standard computer or mobile, or hand-held 
devices. 

2.3. XAI using t-SNE 

t-distributed Stochastic Neighbor Embedding (t-SNE) is a local XAI 
scheme that extracts metadata within hidden layers in the high- 
dimensional space and transforms to a low-dimensional (two-or three- 
dimensional) space. The t-SNE enables effective mapping of the hid-
den learned features at several different scales to low-dimensional space. 
This is particularly important when transforming high-dimensional data 
at several different scales into a low-dimensional space. Following the 
standard notation discussed in [48], below, we concisely summarize t- 
SNE as follows: The t-SNE converts high-dimensional Euclidean dis-
tances between data points into conditional probabilities that represent 
similarities. The pairwise similarity (pj∣i) of datapoints xi and xj in the 
feature space fi is given as 

Pj|i =
e− ‖xj − xi‖

2
/

2σ2
i

∑
k∕=ie

− ‖xi − xk‖2/2σ2
i
, (5)  

where σi is the variance of the Gaussian centered on data point xi. The 
low-dimensional counterparts for high-dimensional data xi and xj are yi 
and yj, respectively. The pairwise similarity (qj∣i) of datapoints xi and xj 
in the low-dimensional feature space is given as 
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qj|i =
e− ‖yj − yi‖

2

∑
k∕=ie− ‖yi − yk‖2 ; qi|i = 0. (6)  

The conditional probabilities pj∣i and qj∣i will be equal if yi and yj correctly 
model the similarity between high-dimensional points xi and xj. t-SNE 
minimizes the mismatch between pj∣i and qj∣i. The symmetric joint 
probabilities qij is obtained by expanding Eq. (6) to a first-order 
approximation using the Taylor series: 

qij =

(
1 +

⃦
⃦yj − yi

⃦
⃦2

)− 1

(∑
k∕=l1 +

⃦
⃦yj − yi

⃦
⃦2

)− 1. (7)  

The previous equation has the advantage that (1 + ‖yj − yi‖
2)− 1 ap-

proaches an inverse square law for large pairwise distances, ‖yj − yi‖. 
This ensures that the joint probabilities are almost invariant to changes 
in map scale. A natural measure of faithfulness with pj∣i and qj∣i, is 
Kullback-Leibler divergence. t-SNE minimizes the sum of the Kullback- 
Leibler divergence over all data points by using gradient descent. 
Assuming symmetricity, the cost function is given as: 

C =
∑

i
KL(Pi‖Qi) =

∑

i

∑

j
Pijlog

Pij
qij
, (8)  

where Pi represents the conditional probability distribution over all data 
points xi, and Qi represents the conditional probability distribution over 
mapping point yi. Minimization of the cost function in Eq. (8) is per-
formed using the gradient descent method as follows: 

∂C
∂yi

= 4
∑

j

(
Pij − qij

)(
1 +

⃦
⃦yi − yj

⃦
⃦2

)− 1(
yi − yj

)
. (9)  

Mapping features in the low-dimensional space using t-SNE enables 
visualization of the metadata feature space during knowledge transfer 

across the layers of the deep neural network. t-SNE is analogous to 
eigenmap analysis to find the relevant clusters, which essentially gives 
the eigengap between successive clusters. 

3. Crack and non-crack classification using 1D DFT-CNN and XAI 
meta-analysis 

The proposed framework combines the advantages of adaptive 
threshold-based image binarization and a 1D CNN model for computa-
tionally fast and efficient pixel-level classification of cracks and non- 
crack features. The CCRs obtained before DL significantly reduce the 
plane background features, which occupy a large image area during DL 
training and testing. Also, the present model replaces the 2D forward 
and backward propagation-based matrix computation with vector op-
erations during DL. In addition, we investigated the hidden knowledge 
transfer between the convolutional layers and visualized the efficacy of 
the proposed 1D deep-learning model using XAI metadata analysis. The 
remainder of this section explains the proposed method, as shown in 
Fig. 3. 

The first step in the proposed approach is to generate possible CCRs 
using adaptive-threshold-based integral image binarization. Adaptive 
thresholding considers spatial variation in illumination. The parameters 
influencing the binarization results are (i) the window size and (ii) the 
sensitivity factor. In the present work, window size ‘s’ was chosen as 18

th 

the original size of the image and the sensitivity factor as t = 45% (see 
Eq. 3). In the current study, the size of the images was 4608 × 3456 
pixels. A large portion of noisy CCRs can be removed by filtering using 
the eccentricity and number of pixels criteria. The CCRs obtained in the 
pixel space are transformed into Fourier space and later vectorized. 
Transforming the image from the pixel space to Fourier space and vec-
torizing the independent 2D Fourier components to 1D reduces the 
dimensional complexity. The Fourier transform produces complex 
values that include information related to the magnitude and the phase 

Fig. 3. Overall approach for detection and classification of crack and non-crack features by combining adaptive image binarization with DL.  
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of CCRs. The 2D DFT vectorized to the 1D DFT is fed to the 1D CNN. 
Finally, we perform binary classification of vectorized CCRs as crack or 
non-crack in the frequency domain using 1D CNN. Each image segment 
(CCRs) classified as crack or non-crack is mapped to the original raw 
image. The present approach of image binarization with DL reduces the 
computational burden and eliminates the plane background during 
processing. The proposed 1D vector array-based computation signifi-
cantly reduces the computational time compared to the state-of-the-art 
pretrained 2D matrix-based CNNs while maintaining the performance. 

Unlike conventional CNN models that operate exclusively on 2D 
image space, the authors used a 1D DFT-CNN as an alternative (Fig. 4), a 
modified version of 2D CNNs that has been developed and tested 
recently. An overview of 1D CNNs is provided in [31] and the references 
therein. The optimal configuration of 1D CNN architecture used by the 
authors of this work consists of four convolutional layers and three Fully 
Connected (FC) layers. The DL architecture is an improvisation of pre-
viously adopted architecture for 1D time signal application [31]. The 

metrics used to evaluate the learning algorithm’s performance using the 
chosen architecture provided asymptotic stability of loss function and 
higher accuracy for the given dataset. DL architecture reported in [31] 
consists of three convolutional layers and two fully connected layers. An 
additional convolutional and fully connected layers are required for a 
smooth transition of large kernel shape from the first hidden layer to the 
last hidden layer. Vectorized decomposition of two-dimensional CCRs to 
1D CCRs in the frequency domain required a larger kernel shape than 
[31] in the first hidden layer for computational efficiency. Smooth 
transition through additional layers ensures optimal learning of weight 
functions and bias. 

Table 1 presents the detailed parameters used in the proposed ar-
chitecture. Each convolutional layer has a Rectified Linear Unit (ReLU) 
and max pooling layer. A detailed discussion on the use of a convolu-
tional network, ReLU, max pooling, and FC is discussed in [17]. Some 
auxiliary layers, such as batch normalization and dropout layers, were 
used to avoid overfitting [49,50]. Batch normalization was applied in 

Fig. 4. Dimensionally reduced 2D to 1D DFT-CNN architecture.  

Table 1 
Parameters involved in 1D-DFT-CNN.  

Layer Kernel Shape No: of Kernels Stride Activations Learnable 

Weights Bias 

C1: Convolution 1 1 × 102 3 1 1 × 65,535 × 3 1 × 102 × 1 × 3 1 × 1 × 3 
R1: ReLU 1 1 × 102 3 1 1 × 65,535 × 3 – – 
P1: Maxpool 1 1 × 102 3 2 1 × 32,717 × 3 – – 
C2: Convolution 2 1 × 24 × 3 10 1 1 × 32,694 × 10 1 × 24 × 3 × 10 1 × 1 × 10 
BN2: Batch Normalization 1 1 × 24 × 3 10 1 1 × 32,694 × 10 1 × 1 × 10 1 × 1 × 10 
R2: ReLU 2 1 × 24 × 3 10 1 1 × 32,694 × 10 – – 
P2: Maxpool 2 1 × 24 × 3 10 2 1 × 16,347 × 10 – – 
C3: Convolution 3 1 × 11 × 10 10 1 1 × 16,337 × 10 1 × 11 × 10 × 10 1 × 1 × 10 
R3: ReLU 3 1 × 11 × 10 10 1 1 × 16,337 × 10 – – 
P3: Maxpool 3 1 × 11 × 10 10 2 1 × 8168 × 10 – – 
C4: Convolution 4 1 × 9 × 10 10 1 1 × 8160 × 10 1 × 9 × 10 × 10 1 × 1 × 10 
BN4: Batch Normalization 2 1 × 9 × 10 10 1 1 × 8160 × 10 1 × 1 × 10 1 × 1 × 10 
R4: ReLU 4 1 × 9 × 10 10 1 1 × 8160 × 10 – – 
P4: Maxpool 4 1 × 9 × 10 10 2 1 × 4080 × 10 – – 
FC1: Fully Connected Layer 1 30 30 – 1 × 1 × 30 30 × 40,800 30 × 1 
DP1: Dropout 1 (25%) – – – 1 × 1 × 30 – – 
FC2: Fully Connected Layer 2 10 10 – 1 × 1 × 10 10 × 30 10 × 1 
DP2: Dropout 2 (20%) – – – 1 × 1 × 10 – – 
FC3: Fully Connected Layer 3 2 2 – 1 × 1 × 2 2 × 10 2 × 1 
SM: Softmax 2 2 – – – –  
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the second and fourth layers, whereas a dropout layer followed 1st and 
2nd FC layers. The two-dimensional CCRs of unequal sizes are pre- 
conditioned to a uniform size before vector decomposition. Any 
segment size greater than or less than 256 × 256 is resized or padded 
with zeros. We use a “sweet spot” batch size of 128 samples to achieve an 
optimal performance during the training and testing [51]. 

Metadata analysis of DL models provides meaningful insights on the 
input features, patterns learned by DNN, and output correlation, thereby 
promoting the transparency of the model. Different global and local 
models are available in the literature to explain the XAI perspective. We 
investigated the efficacy of the proposed shallow 1D DFT-CNN archi-
tecture using a local XAI. Local XAI distinctly clusters the multidimen-
sional crack and non-crack features learned in each layer in a 2D DL 
basis space. Here, we visualize multidimensional hidden knowledge or 
deep-learned features between layers in a 2D space using t-distributed 
stochastic neighborhood embedding (t-SNE) (Section 2.3). The 
segmented visualization of deep-learned features provides the qualita-
tive efficacy of the proposed shallow 1D architecture. 

4. Results and discussion 

4.1. Crack and non-crack classification using the proposed architecture 

The designed 1D DFT-CNN was trained on 1492 crack and 1321 non- 
crack images. The sizes of the cropped images obtained after adaptive 
integral threshold-based integral image binarization are different; 
hence, zero paddings are performed considering the maximum size of 
the image present in the database before feeding into the training 
network. Sample concrete crack and non-crack images used for training 
and testing are shown in Fig. A.1 and A.2, respectively. A 70/30 ratio of 
the database was used for training and testing. CCRs that include both 
crack and non-crack features in a single segmented image are removed 
from the training database. In addition, CCRs with crack-like features 

owing to paint peeling were not included in the training. The optimal 
number of epochs for training the 1D-DFT-CNN was determined as 50 
epochs based on the asymptotic behavior of the binary entropy loss 
(Fig. 5(a)) and accuracy (Fig. 5(b)) on the training and validation 
datasets. The minimal dataset for the 1D-DFT-CNN training was selected 
based on the asymptotic behavior of the training and validation loss (see 
Fig. 5(c)). The binary entropy loss is given by 

LBCE(y, ŷ) = ylogŷ+(1 − y)log(1 − ŷ), (10)  

where y and ŷ are the output and the predicted output, respectively. 
The performance of the binary classification for crack and non-crack 

CCR obtained using the proposed methodology is shown in the form of a 
confusion chart (see Fig. 6). An F1 score of 0.9823 was obtained for the 
testing dataset. F1 score is given as 

F1score =
2 x Precision x Recall

Precision + Recall
, (11)  

where Precision = TP
TP+FP and Recall = TP

TP+FN. TP, FP, FN, and TN denote 

Fig. 5. Optimal parameters for training and validation of proposed DL architecture. Optimal number of epochs for training and validation dataset based on 
asymptotic (a) loss and (b) accuracy. (c) Loss convergence curve to identify minimal sample size for DL. 

Fig. 6. Confusion matrix for crack and non-crack classification.  
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the numbers of True Positives, False Positives, False Negatives, and True 
Negatives, respectively. The compact 1D DFT-CNN with fewer neurons 
gives an F1 score of 0.9823 and an accuracy of 98.10%, a similar per-
formance compared with existing published works discussed previously. 

We could infer that 1D Fourier-based CNN with shallow architecture and 
fewer neurons can effectively outperform existing 2D CNNs. The 
developed scheme was tested using random images that were not 
included in the training process. Sample results for classification on 
different test images are shown in Fig. 7 - Fig. 9. Fig. 7 and Fig. 8 maps 
the classification results in terms of TP, FP, FN, and TN. While Fig. 9 
maps the prediction results on random images in terms of crack and non- 
crack Although the classification performance of the 1D DFT-CNN was 
better, certain crack-like features were classified as non-cracks (Cyan 
color in Fig. 7). Certain local features were misclassified during the 
testing process, which required further investigation. 

The chosen database of concrete images accounts for the effects of 
optical variability in terms of lighting conditions, the stand-off distance 
between the camera and target structure, focal lengths, field-of-view, 
and lens. In addition, we considered concrete surface texture vari-
ability by populating databased with images from different kinds of 
target structures. We estimate the quality of optical images in the 
database using a no-reference-based indicator, Natural Image Quality 
Evaluation (NIQE) [52]. NIQE is a natural scene statistics-based model 
that predicts the image quality using deviations in the image statistics 
due to artifacts created through optical variability. Fig. 10(a) shows a 

Fig. 7. Classification results on a random test image.  

Fig. 8. Mapping TP, TN, FP, FN in test data set.  
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Fig. 9. Predicting crack and non-crack CCRs on random test images.  

Fig. 10. (a) Histogram of optical images for different bands of NIQE scores used to train proposed DL model. (b) Corresponding performance metrics score of 1D- 
DFT-CNN for different bands of NIQE. 
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histogram of optical images for different bands of NIQE scores used to 
train the proposed DL model. The range of NIQE scores in the database 
varies from 3 to 7.8, where the lowest NIQE score indicates an undis-
torted image with the best perceptual quality. The proposed model is 
trained and tested with this broad database, thereby accounting for 
environmental uncertainty and noise-induced effects. Ideally, one would 
expect the model to be stable within the range of uncertainty features 
considered in the training database and the model’s prediction accuracy 
to decrease for any unmodelled effects or parameters, a defacto known 
fact and does not require a relooking. In contrast, we observe that the 
performance metrics of the 1D-DFT-CNN model are approximately 
constant for 3 ≤ NIQE ≤ 6 and drastically reduced for NIQE > 6 (Fig. 10 
(b)). A closer investigation into this discrepancy reveals a skewed 
weightage in the number of images used for different bands of NIQE, 
especially for NIQE > 6. In summary, the performance of the proposed 
system is stable for a major range (NIQE ≤ 6) of image quality/noise 
ratio considered in the database. However, a detailed Probability Of 
Detection (POD) analysis with balanced and unbalanced datasets for 
different bands of NIQE is necessary considering the variabilities and 
environmental uncertainties, which is beyond the scope of this paper 

Table 2 
Implementation time comparison for standard 2D-CNN architectures and pro-
posed methodology.  

Method Training time Testing time 

Standard 2D-CNN 2 h 45 min 16 s 38–59  seconds per image [53] 
1D-CNN-LSTM 1 h 12 min 4 s 5–7  seconds per image [53] 
Sematic 

segmentation 
18 h 350  seconds per image [54] 

Image binarization 
with 1D-DFT-CNN 

11 min, 55 s 
(inclusive of 
preprocessing and 
DL) 

Desktop system: Approx 0.02 
seconds per image (60 images per 
second) (excluding image 
preprocessing, only DL testing) 
Approx 0.1–0.2  seconds per image 
(5–10 images per second) (including 
image preprocessing and DL testing) 
Mobile platform: Approx 0.5 
seconds per image (2 images per 
second) (excluding image 
preprocessing, only DL testing) 
Approx 2–2.5  seconds per image 
(including image preprocessing and 
DL testing)  

Fig. 11. Comparison of learned crack and non-crack discriminant features obtained from (a) a raw image (see Fig. 7) and different layers of proposed 1D-DFT-CNN 
architecture (b) FC1, (c) FC2, (d) FC3, and (e) softmax layer. (The notation ‘FC’ denotes a Fully Connected layer). 
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and will be considered as a separate work. 
We demonstrated the capability of the proposed 1D-DFT-CNN DL 

network for a real-time implementation on a mobile handset test plat-
form with limited computational capability. The software and compu-
tational details are as follows: The iPhone SE 2nd generation (2020) has 
an Apple A13 Bionic (7 nm+) chipset and a Hexa-core (2 × 2.65 GHz 
Lighting + 4 × 1.8 GHz Thunder) CPU. The system uses an ‘ios’ 14.4 
operating system with Apple GPU (4-core graphics) and 64 GB storage 
capacity. Various hidden processing steps in the mobile testing platform 
include (i) loading a raw image with a size as large as 4608 × 3456 
pixels, (ii) adaptive threshold-based integral image binarization, (iii) 
image filtering to remove noise using eccentricity and area filtering, (iv) 
CCR identification in the binarized image, and mapping the same to the 
raw image, and (v) loading the previously trained 1D-DFT-CNN network 
and predicting the crack and non-crack in the CCR using the trained 
network. Table 2 shows the computational time comparison between the 
existing 2D CNN, semantic segmentation, and 1D-DFT-CNN based DL 
architectures. The testing time for the standard 2D-CNN, semantic seg-
mentation, and 1D-DFT-CNN was approximately 38–59 s/image [53], 
350 s/image [54], and 0.02 s/image (60 images/s), respectively, when 
implemented on a desktop computer. The testing time for 1D-DFT-CNN 
on the mobile testing platform is approximately 0.5 s/image (2 images/ 

s), which excludes all hidden processing steps (i) –(iv). However, in 
Table 2 we have indicated the time for “Image binarization with 1D- 
DFT-CNN” without (step (v)) and with image preprocessing (steps (i)- 
(v)). The fast implementation of 1D-DFT-CNN makes it ideal for the real- 
time detection and classification of concrete cracks from non-cracks 
with reasonably good accuracy. 

4.2. XAI understanding of the proposed architecture 

Recently, the vast success demonstrated by artificial intelligence, 
primarily driven by DL, has enabled the reduction of the gap between 
machine-level performance and human-level performance in identifying 
cracks from non-cracks. However, deep learning is still considered a 
“black box” because of its weak interpretability and the unknown 
reasoning behind the classification or predicted results. The prerequisite 
for understanding metadata transfer during unsupervised deep learning 
implementation [55] for critical applications, that is, crack detection of 
critical load-bearing structures in our case, is a good understanding of 
metadata transfer during the supervised DL process. The complex 
discriminant features learnt in DL for classifying crack from non-crack 
are still a mystery. Here we investigate the significant discriminant 
features learned within metadata and how they are transferred across 

Fig. 12. Case study for crack CCRs classified as non-crack. Representative images of cracks and corresponding predicted scores from proposed DL network.  
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these hidden layers. Also, the XAI enables (i) verification of uninten-
tional leakage of discriminant features and (ii) data shift arising due to 
the difference in training and testing data [56]. 

Fig. 11 shows the comparative visualization of raw features extracted 
from the original image and deep-learned features using metadata from 
different layers of the 1D-DFT-CNN. DL learning transforms the raw 
images from the pixel space to a new space, where the class discriminant 
is amplified to separate the crack features from the non-crack features, 
as shown in Fig. 11(b)-(e). The distinguishable crack and non-crack 
features learned by the proposed deep-learning framework for fully 
connected layers FC1, FC2, FC3, and softmax layers are shown in Fig. 11 
(b), (c), (d), and (e), respectively. XAI-based metadata visualization is 
conducted using t-SNE (Section 2.3), which maps the complex multidi-
mensional data during deep learning to a two-dimensional space. The 
multi-scaled discriminant features learned from different neurons or 
perceptron’s in each layer cluster together when mapped to a low- 
dimensional space using t-SNE. Local cluster segregation with a pre-
scribed mean and standard deviation enables us to visualize the classi-
fication process in the metadata space. The discriminant scales are 

relative to the maximum and minimum values of the amplitude of the 
deep-learned features in each layer. The t-SNE computation is highly 
complex due to high dimensional discriminant in multi-scaled space. For 
fast computation, we assume the maximum size of the high-dimensional 
discriminant equal to the maximum number of neurons corresponding 
to each layer. While analyzing the raw image (Fig. 7), we perform a 
dimensional reduction of the principal components and map to a 2D 
space (see Fig. 11(a)). We infer that DL clusters the discriminant features 
separately across different hidden layers compared to principal features 
learned from the conventional principal component analysis. 

Further, we investigate the reason for the misclassification of certain 
local CCRs shown in Fig. 8. Although DL shows promising results in 
predicting crack signatures from background features, overwhelming 
evidence [57,58] proves that DL is non-robust or unstable in certain 
specific cases. The robustness of the neural network algorithms is at the 
heart of the numerical analysis involving weights, bias, feed-forward 
propagation of input information through hidden layers to the output 
layer, and back-propagation-based error minimization of the cost func-
tion [59]. The nonlinear neural network is an approximation of a 

Fig. 13. Case study for non-crack CCRs classified as crack. Representative images of non-crack (a), (c), (e) and corresponding predicted scores from proposed 
DL network. 
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continuous function. On deeper investigation of Smale’s 18th mathe-
matical problem for the 21st century on the limits of AI [60], we could 
derive the following explanation. Currently, no algorithm can train a 
neural network to an accuracy of K digits bounded via condition 
numbers. Only under certain case-specific conditions can one compute it 
to the desired accuracy of K digits. These numerical errors significantly 
influence the output classification results leading to misclassification in 
certain instances. With this background, we can point to examples 
shown in Fig. 12, which is a classic case of misclassification of crack as 
non-crack, even when the shape and characteristics match the crack 
features. Fig. 12 gives the predicted score of CCRs that are classified as 
False Negatives (crack-like CCRs predicted as non-crack). While Fig. 13 
gives the predicted score of False Positives or non-crack-like CCRs pre-
dicted as crack. To investigate further, we mapped back the misclassified 
false negatives and false positives, as shown in Fig. 12 and Fig. 13, to the 
t-SNE metadata space (see Fig. 11(b)-(e)). Fig. 11(b)-(e) shows that 
crack signatures of images shown in Fig. 12(a)-(c) are clustered with 
non-crack in the metadata space and hence misclassified as non-crack. 
Similarly, non-crack signatures of images shown in Fig. 13(a)-(c) are 
clustered with cracks in the metadata space, hence misclassified as 
crack. Using Fig. 11(b)-(e), one can generalize that learned crack fea-
tures in the first hidden layer are clustered with non-crack features and 
carried forward. Another possible reason for the cracks in Fig. 12(b) and 
(c) to be misclassified even after they have obvious shape and color 
characteristics is as follows: NIQE score of the segmented image shown 
in Fig. 12(b) and (c) are 18.8 and 6.6, which falls to the skewed bands of 
NIQE, used in the proposed model (see Fig. 10(a)). The prediction ac-
curacy in the skewed regime drastically reduces to approximately 60% 
(see Fig. 10(b)). We also reevaluate the corresponding output class la-
bels by finding the prediction scores predicted by the softmax layer. The 
uncertain classification can also be attributed to a multinomial proba-
bility distribution that extracts the higher probability for classification, 
which leads to false alarms (Fig. 12 and Fig. 13). The approach is 
another DL-based interpretability method used to predict the image 
category, regardless of its architecture, thereby overcoming the limita-
tions of Class Activation Maps based XAI [61]. 

In Fig. 11(e), we extract the multi-scale discriminant features from 
the softmax layer for the trained data with known ground truth and map 
to a 2D dimensional space for visualization. t-SNE-based XAI visualiza-
tion provides only insights into the data’s class structure, and any 
derived information is subjective and incoherent to all datasets. 
Although the discriminant features extracted using t-SNE for the current 
dataset clusters in the form of a circle and adjacent linear patterns and 
the metadata obtained from the misclassified non-crack are on the linear 
pattern, it cannot be generalized due to following reasons. (i) t-SNE- 
based metadata visualization depends on the choice of the optimization 
parameters as the cost function is non-convex, and (ii) the patterns are 
subjective to the local nature of data making it sensitive to the intrinsic 
dimensionality of data. Due to the prevailing assumptions, by definition 
of t-SNE, it is impossible to fully represent the structure of intrinsically 
high-dimensional data in two or three-dimensional space. 

5. Conclusions 

In this paper, adaptive threshold-based integral image binarization 
was used as a pre-processor to a 1D DL model with a Fourier basis for 
real-time detection and classification of cracks and non-crack features 
on concrete surfaces. The proposed framework first identifies possible 
CCRs in 2D pixel space using adaptive threshold-based integral image 
binarization, which works effectively regardless of the size or the 
lighting conditions of the test image. Subsequently, the CCRs are 
transformed and vectorized in the Fourier basis space. The pre-processed 
image was fed into a 1D DFT-CNN for training and testing. A Fourier- 
based 1D-CNN contains spatially distinct frequency features for cracks 
and non-cracks, effectively enabling a shallow neural network to 
segregate distinct features in the early layers. Pre-processing eliminates 
non-CCR, which occupies a significant segment of the concrete region, 
thereby reducing the data fed into the 1D neural network. The robust-
ness and adaptability of the proposed scheme are demonstrated on a 
database obtained from different structures under various lighting 
conditions. The designed framework for distinguishing between cracks 
and non-cracks showed promising results, with an F1 score of 0.9823. 

Using the computational efficiency of a 1D CNN for 1D DFT-CNN, the 
forward and backward propagation matrix operations in conventional 
2D CNNs are replaced with simple 1D vector array operations. The 1D 
DFT-CNN with shallow architectures learns hidden features with fewer 
neurons than the conventional 2D CNN, requiring a deeper architecture 
to learn the same. The proposed framework (i) removes the conventional 
time-consuming sliding window technique to scan large images and (ii) 
eliminates the necessity of labor-intensive pixel-level labeling, as 
implemented in semantic segmentation. The advantages of the proposed 
scheme enable scalability irrespective of the image size. This paper is 
relevant in the automated computer vision-based SHM of concrete 
structures to detect and classify crack candidates from the remaining 
structural features using a mobile platform with limited computational 
facility. The capability of the technique is demonstrated for the real-time 
classification of cracks and non-cracks on a mobile platform at the rate of 
approximately 2 images/s. The performance results from the computa-
tionally faster shallow 1D-DFT-CNN are plausibly comparable with 
conventional 2D CNNs and semantic segmentation. Further, the hidden 
knowledge transfer between layers of the 1D CNN using local XAI are 
investigated, where t-SNE is used to visualize multidimensional deep 
learned features in 2D space. DL clusters discriminant features sepa-
rately across different hidden layers compared to features learned from 
the principal component analysis. 
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Fig. A.1. Representative images of crack from the database.  

Fig. A.2. Representative images of non-crack from the database.  
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